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Overview

• What is an HPC
• Fundamentals of executing a program
• Commodity clusters
• Shared Storage
• Interconnects and Networks
• Login layer
• GPU’s and Intel Phi’s



What is a High Performance 
Computer ?

• This depends on who you are and what 
you want to do …
– Are you a graphics designer that needs high end graphics on a work 

station.
– Are you a financial trader that requires super fast networking.
– Are you my Mum who thinks her iPhone is the most powerful computer 

in the world.
– Are you weather forecaster that needs to run a weather simulation.
– Are you a Scientist wanting to experiment with a quantum computer.
– Are you a banker requiring mission critical transaction guarantee.
– Are you mining for bit coins.

• We need to narrow things down 



Specifically

High Performance Computing 
(HPC) Hardware for 

Scientific Numerical Analyses



Demystifying the Techno Babble 



Demystifying the Techno Babble (2)



Fundamentals of executing a 
program  



Back to 
Basics



Back to 
Basics



In order to solve our problem we 
need a “Program” to run.



Paging

Swapping

OOM killer



… these days much more packed into 
the same space … but basically the 

same!
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Its doesn’t matter
how many cores
the standard executable
will execute sequentially
one instruction at a time.



Programming Frameworks
• Shared memory (cooperating threads – or multi-

threading)
– OpenMP
– POSIX Threads
– Cilk
– Threaded Building Blocks
– etc, etc

• Distributed memory (cooperating processes)
– MPI (PVM, etc)
– Co-array Fortran, UPC, etc
– Global Array Toolkit (etc)
– Adlib and HPspmd?!
– etc, etc

How effective…..
Depends on the nature
of what you are trying 
to solve.

Not always
Possible !!



In Reality – A program may 
require many 100’s of cores



… or many Gbytes of memory



….or a lot of disk space



….or a combination of all.



Internal Communications 
Possible



No direct comms between Pc’s



We could build a very expensive 
machine …….. 

Referred to as a Shared
Memory Machine.



Commodity cluster using high 
end PCs



Multithreading takes advantage 
of onboard cores…(but not across PC’s)

Limited to number
Of cores on Mobo.



Distributed Memory works between PC’s



Summary - HPC alternatives for 
Scientific Computing



High Performance Computer
=

Commodity Cluster



Commodity  Clusters
• Made from commodity (off-the-shelf) 

components.
• Consequently (relatively) cheap.
• Usually Linux based
• High availability storage (no single point of 

failure)
• Generic compute pool (cloned servers that 

can easily be replaced).



Google
Amazon
Ebay





HPC Facts
• China’s Sunway TaihuLight now number 

1 in top 500 with 10.6 million Cores.
• 125 petaFLOPS ( Floating Point 

Operations / Second ). Sciama 10 
teraFLOPS.

• China now has 202 in top 500 with US 
second with 143.

• Japan=35,Germany=20,France=18,UK=
15

• Exascale expected 2020. Race between 
Japan, France, China, USA

• Uk – top 5 to do with weather, followed 
by Cambridge and Edinburgh m/cs



Moore’s Law for 
Supercomputers





Common Misconception
• A super computer does not necessarily mean a 

program will run faster.
• Commodity processors typically slower than 

average desktop / laptop (2.6GHz vs 3.0GHz)

• Unless a program can be parallelised it may run 
slower.

• Disk access may also be slower (directly attached).

• However super computer much more stable for 
long runs.



Cluster Concept
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Shared Storage



Raw Disks are Dumb

Remember: PATA, IDE 
(Advanced Technology 
Attachment)

Very Slow
Quite bulky
2T-3TBytes
Cheap





Commodity Disks 





Directly Attached Storage (DAS)



Directly Attached Storage (DAS)

Of limited use as 
cannot be shared.



Network Attached Storage (NAS)



NAS or Network Appliance



Network BW is often the bottleneck



Distributed File Systems – quick 
glance from Wikipedia 



NAS - Lustre File System
Lustre is an example of a 
distributed file system. 
There are many more.

Sometimes called a 
“Cluster” file system



NAS – Lustre

Often used 
with an 
Infiniband 
fabric.



Interconnects	and	Networks
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Interconnects and Networks

Moving away from the Processor towards the Internet you get slower
and slower due to Increased Latency and Reduced Bandwidth



Commodity Cluster Networks



Connecting to an HPC



Login	Layer
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Why Login Servers
• Login servers will provide the gateway to the cluster.
• Users can remotely login into the servers using “ssh” or 

a Remote Desktop Client.
• A desktop client gives a full working desktop in the 

environment (can full screen)



Global User Base

Network Latency &
Network BW are the
Issue here.



Use of Remote Login Client
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GPGPU’s
General Purpose Graphics Processing Units

G Burton – ICG  – Oct12 – v1.0

55



Graphics Processing



Cheap commodity
hardware mainly from 
Nvida, AMD and Intel for 
home PC’s.

Driven by gaming.

Bespoke architecture 
replaced by generic
programmable 
architecture. 



The Birth of Cuda 
(compute Unified Device Architecture) and 
OpenCL.

Cuda (Nvida) is 
cutting edge, 
OpenCL follows.

If you know Cuda 
then OpenCL
Is easy.



Several GPU cards can be connected in Parallel 

Allows 1000’s of GPU 
cores for massively parallel
computation.



Sciama Specifics



Sciama
GPU
Specification



CPU’s still in charge

Special programming
language. CUDA and 
OpenCL 

Three players:-
Intel
AMD
Nvidia

Cpu – multiple cores
Gpu – 100’s of cores

Graphical Processing Units 
(GPU’s) and Intel CoProcessors 

(Phi’s)


